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Using BSC Tools

• Generating the Traces with Extrae Tracing Tools ()

• Viewing and Analyzing traces with Paraver

• Generating POP Metrics from Paraver traces with 

BasicAnalysis Tool

• Analyzing different environments for MPI Applications with

Dimemas simulator

• Cluster analysis to detect different trends in the application 

computation regions with Clustering Tool

All available in https://tools.bsc.es/downloads
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Extrae features
• Platforms

• Intel, Cray, BlueGene, MIC, ARM, Android, Fujitsu Sparc …

• Parallel programming models

• MPI, OpenMP, pthreads, OmpSs, CUDA, OpenCL, Java, Python …

• Performance Counters

• Using PAPI interface

• Link to source code

• Callstack at MPI routines

• OpenMP outlined routines

• Selected user functions (Dyninst)

• Periodic sampling

• User events anywhere in your program (Extrae API)
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No need 
to

recompile 
nor relink!



How does Extrae work?

• Symbol substitution through LD_PRELOAD

• Specific libraries for each runtime and combinations
• MPI

• OpenMP

• OpenMP+MPI

• …

• Dynamic instrumentation
• Based on Dyninst (developed by U.Wisconsin / U.Maryland)

• Instrumentation in memory

• Binary rewriting

• Static link (i.e., PMPI, Extrae API)
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Recommended

export LD_PRELOAD=$EXTRAE_HOME/lib/libmpitrace.so



Using Extrae in 3 steps

1. Adapt your job submission scripts

2. Configure what to trace

• XML configuration file

• Example configurations  at $EXTRAE_HOME/share/example

3. Run it!

• For further reference check the Extrae User Guide:

• https://tools.bsc.es/doc/html/extrae

• Also distributed with Extrae at $EXTRAE_HOME/share/doc
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https://tools.bsc.es/doc/%5bhtml


Traces from Extrae

• You will have the trace (3 files):

• Analyzing the trace with Paraver! First we will install it!
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mn$ ls –l $HOME/My_Folder/extrae
 ...
 lulesh2.0_i_27p.pcf
 lulesh2.0_i_27p.prv
 lulesh2.0_i_27p.row



Install Paraver

• Download from https://tools.bsc.es/downloads
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Pick your version

wxparaver-4.11.4-win.zip

wxparaver-4.11.4-mac.zip

wxparaver-4.11.4-Linux_x86_64.tar.gz (64-bits)

https://tools.bsc.es/downloads


Install Paraver (II)
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laptop$ tar xf wxparaver-4.11.4-linux-x86_64.tar.gz

laptop$ mv wxparaver-4.11.4-linux-x86_64 paraver

• Start Paraver

laptop$ paraver/bin/wxparaver



Install Paraver tutorials (I)

• Download tutorials:
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Click on Help 
→ Tutorials

Tutorials window 
will pop-up

Tutorials

Tutorials down…

Follow these tutorials by clicking on the hyperlinks and reading the 
explanations. When you click on a link, multiple views will open.



Install Paraver tutorials – alternative 
methods(II)
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▪ Download tutorials archive
▪ https://tools.bsc.es/paraver-tutorials

paraver-tutorials-20150526.tar.gz

All tutorials

https://tools.bsc.es/paraver-tutorials


Install Paraver tutorials – alternative 
methods(III)
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▪ Start Paraver:
▪ Linux: Run the command:

▪ Windows: Double-click on 

paraver/wxparaver.exe

▪ MAC: Double click on 

paraver/wxparaver.app

▪ Open File → Preferences

Setup the “Tutorials root” pointing 

to your folder “tutorials”

laptop$ paraver/bin/wxparaver

Click Browse and 
select your folder 

“tutorials”



First steps of analysis

• Copy the trace to your laptop

• Load the trace with Paraver
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laptop$ cp tools-material/extrae/lulesh2.0_i_27p.* 
$HOME

Click on File → Load Trace 
 Browse to 

“lulesh2.0_i_27p.prv”



First steps of analysis

• Follow Tutorial #3
• Introduction to Paraver and Dimemas methodology

Click on Help → Tutorials
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First steps of analysis

• Follow Tutorial #3
• Introduction to Paraver and Dimemas methodology

Click on Help -> Tutorials



Measure the parallel efficiency

• Click on “mpi_stats.cfg”
• Check the Average for the column labeled “Outside MPI”
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Load balance

Parallel efficiency

Comm efficiency



Focus on the iterative part
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Click on Open 
Control Window



Focus on the iterative part
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Drag & drop on 
this area to zoom 
on the iterative 

region



Recalculate efficiency of iterative region
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Right click
-> Copy



Recalculate efficiency of iterative region
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Right click -> Paste 
-> Time



Efficiency of iterative region
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Load balance

Parallel efficiency

Comm efficiency



Computation time distribution

• Click on “2dh_usefulduration.cfg” (2nd link) -> Shows time computing
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Initializations

M
PI ran

ks

- Time computing                            +



Focus on the iterative part

22

Right click ->
Paste -> Time

• Click on “2dh_usefulduration.cfg” (2nd link)  Shows time computing



Focus on the iterative part
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Drag & drop 
on this area to 

zoom

• Click on “2dh_usefulduration.cfg” (2nd link) -> Shows time computing



Computation time distribution

• Click on “2dh_usefulduration.cfg” (2nd link) -> Shows time computing
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Mostly straight 
vertical lines 

= 
All processes similar 

computing time



Computation time distribution

• Click on “2dh_usefulduration.cfg” (2nd link) -> Shows time computing
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Duration 
imbalance

(zig-zag)



• Click on “2dh_useful_instructions.cfg” (3rd link) -> Shows amount of work

Computation load distribution
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Work 
imbalance

(zig-zag)

Good work 
distribution
(straight line)

- Instructions                                  +



Correlate two histograms
• Clear correlation between the amount of work and the time computing
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More work, 
more time

Same work,
same time



Where does this happen?

• Go from the table to the timeline
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1. Click on 
“Open Filtered 

Control 
Window”

2. Select this 
area

(drag-and-drop)



Where does this happen?

• Go from the table to the timeline
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!

Clicking here always 
rescales. Same as… 
Right click ->
Fit Semantic Scale -
> Fit Both



Where does this happen?
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•  &  at the same time? -> ImbalanceSlow Fast

Zoom into

1 of the iterations
(by drag-and-dropping)



•  &  at the same time? -> Imbalance

• Hints -> Call stack references -> Caller function

Where does this happen?
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Slow Fast

1. Right click -> Copy

2. Right click ->
Paste -> Time



•  &  at the same time? -> Imbalance

• Hints -> Call stack references -> Caller function

Where does this happen?
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Slow Fast

CommSend CommMonoQ



Save CFG’s (method 1)
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Right click on 
timeline



Save CFG’s (method 2)
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1. Main 
Paraver 

window →  
File →  Save 

Configuration

2. Select 3. Save



CFG’s distribution

• Paraver comes with many more included CFG’s
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Basic Analysis tool

BasicAnalysis is a tool to extract POP efficiency metrics (BSC 
multiplicative model) from Paraver traces.
Installation

There is no installation required. Just copy the content of package into 
your preferred location and add such directory to the PATH environment 
variable.

Prerequisites
It relies on paramedir and Dimemas being installed and available through 

the PATH environment variable.
• paramedir available at https://tools.bsc.es/paraver

• Dimemas (optional) available at https://tools.bsc.es/dimemas

Usage example
• modelfactors.py <list-of-traces>

• modelfactors.py --help
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https://tools.bsc.es/paraver
https://tools.bsc.es/dimemas


Download BasicAnalysis

• Download from https://tools.bsc.es/downloads
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Click to download

https://tools.bsc.es/downloads


Basic Analysis Tool – Efficiency Table

modelfactors.py lulesh2.0_impi_omp-27p.prv

Full trace

• The higher the better
• Communication submetrics by using 

Dimemas simulator: Serialization and Transfer 
Efficiencies.

• User can find the simulated trace in 
scratch_out_basicanalysis folder. This trace can 
be analyzed with Paraver.
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Basic Analysis Tool – Efficiency Table

modelfactors.py lulesh2.0_impi_omp-27p.prv

Full trace

Iterative part

It is possible to analyze 
only the iterative part.
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Basic Analysis Tool – Metrics from several 
traces

modelfactors.py lulesh2.0_impi_omp-*p.prv

Communication Efficiency seems will be a limiting 
factor but it is not clear if it serialization or transfer 
issues.
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Basic Analysis Tool – Metrics from several 
traces (iterative part)

modelfactors.py lulesh2.0_impi_omp-*p-chop1.prv

Analyzing only the iterative part we can see that at large 
scale it seems that a limiting factor is the serialization 
efficiency.

41



Thank you!
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